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Magnetization oscillation in a nanomagnet driven by a self-controlled spin-polarized current:
Nonlinear stability analysis
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The magnetization dynamics of a nanomagnet is investigated by performing macromagnetic simulation and
nonlinear stability analysis on the spin precession trajectory. We propose a scheme in which a self-controlled
spin-polarized current plus a magnetic field is employed to excite the self-oscillation of the magnetization
through spin precession. It is revealed that the negative feedback mechanism of the spin torque is responsible
for the self-oscillation excitation. The periodic solutions and the limit cycle stability for two specific configu-
rations in terms of the directions of the spin-polarized current and magnetic field are analyzed, implying that
the self-oscillation of magnetization essentially depends on the demagnetization field.
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I. INTRODUCTION

A spin-polarized current (hereafter referred to as SP cur-
rent), when passing through a magnet, will transfer a spin
angular momentum to the magnet."> This angular momen-
tum transfer can be understood in terms of spin precession
(say, magnetization reversal) induced by a spin torque. Re-
cently, significant efforts have been directed toward the un-
derstanding of the physics underlying the spin torque
effect®™ because the ultrafast reversal and highly stable time
oscillation of the magnetization are of significant importance
for related potential applications.>~'> Currently, the spin
torque induced magnetization reversal in a nanomagnet by
employing the SP current seems to be an efficient and con-
trollable way.’ The spin torque generated by the SP current is
fundamentally different from the torque generated by an ex-
ternal magnetic field. It neither directly influences the spin
precession of the nanomagnet nor dissipates the energy, and
thus can be either an energy source or sink.

Based on this feature, the spin torque can lead to some
interesting magnetization behaviors in the nanomagnet when
the SP current is applied along a special direction.” Among
these behaviors, the stable oscillation of magnetization rep-
resents the most intriguing effect.>1° Recently, Bertotti et
al. thoroughly analyzed the stability diagram of the magne-
tization dynamics dominated by a modified Landau-Lifshitz-
Gilbert (LLG) equation in the state space of a magnetic field
and the SP current. They predicted the existence of self-
oscillation solutions in some regions of the state space.' In
these regions, Rippard et al. demonstrated that the spin pre-
cession can be synchronized with a small alternating SP cur-
rent of frequency f imposed onto a direct SP current (phase
locking).!> However, these studies, typically employing the
SP current approach, focused on excitation of magnetic os-
cillation by means of varying the dc or radio frequency cur-
rent pulses. This kind of oscillation may not last for a long
time in practice due to the noise and damping effects.

In this paper, we propose a scheme to excite the self-
oscillation of magnetization in a nanomagnet by injecting a
SP current which is self-controlled with the magnetization. In
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fact, the self-control is a popular technique extensively em-
ployed in many fields, such as biomedical engineering. Re-
cently, Sun and Wang® and Thirion et al.?! proposed a
scheme for self-controlling the magnetic field in order to
switch the magnetization of a nanomagnet and predicted that
the time for magnetization switching can be dramatically re-
duced compared with that under a dc magnetic field. We
shall report that the self-oscillation of magnetization is
highly stabilized by means of a self-controllable SP current.
This self-oscillation results from the negative feedback effect
of the spin torque induced by the self-controlled SP current
and is qualitatively different from the self-oscillation behav-
ior discussed earlier.'*!> More detailed investigation indi-
cates that this self-oscillation can be easily manipulated by a
proper combination of the SP current and magnetic field. The
stability of the self-oscillation depends essentially on the de-
magnetization field of the nanomagnet under consideration.
We argue that this scheme represents an effective approach
to generate and modulate the highly stable self-oscillation of
magnetization in nanomagnets and may find potential appli-
cations in the manipulation of some nanoscale devices such
as microwave sources and resonators.

II. MODEL AND STABILITY ANALYSIS
A. Model

We start from a single-domain nanomagnet and assume
that the spin dynamics can be described by the LLG equation
with an additional spin torque term induced by the SP current
S. The motion of magnetization vector M follows??2?

1+a2ﬂ4
t

a
= MXh,——MXMXh,,
» T ( off)

—A%MX(MXS). (1)

s

The motion of the dimensionless magnetization vector m
with |m|=1 follows?*-??
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1+ a* dm
——=-m X hyp—am X (m X h,)-mX (mXxS),

y dt
(2)

where m=M/M, M is the saturation magnetization, ¢ is the
time, « is the damping coefficient (a=0.01), vy is the gyro-
magnetic ratio (y=1.7X107 Oe™!' s7!); hyy is the effective
field vector, and S=Sep represents the SP current field with
magnitude S and unit vector e, defining the spin polarization
direction,?® both of which will be self-controlled with m.
Equation (2) can be further written into a completely dimen-
sionless form for convenience of mathematical analysis.
However, we still use Eq. (2) for numerical processing below
so that the values of the effective field components and SP
current are given in the unit of oersted for practical conve-
nience.

The effective field k,p= (h,,hy,—hgm,, h,—hgm,), with ex-
ternal magnetic field h,,=(h,,h,,h,), magnetic anisotropy
field A, in the y direction (h;=500 Oe is taken), and demag-
netization field &y, along the z axis (h;,=5000 Oe). The val-
ues of these parameters are chosen, referring typically to
Permalloy nanomagnets.™'*!# Each component of h,; gen-
erates a torque acting on m. We denote the torques induced
by R, hg. hy as T'j, T'5, I's, respectively, noting that T',
always pulls m onto the x-y plane and I',>1I";. We mainly
investigate the effect of I'; on the oscillation behavior of m
because I'; is not significant, noting h;/h,=0.1, and even
though all of these torque terms are included in the
calculation.?? The free energy of the magnet can be defined
as

1 1
= Ehkmi + Ehdemzz, - hex -m, (3)

B. Stability analysis

Equation (2) allows us to argue that a stable oscillation of
m with time 7 may not be possible unless a delicate balance
between torques I';, I',, I'; and the torque generated by S is
maintained. Equation (2) is a nonlinear ordinary differential
equation which is solved numerically by adopting the fourth-
order Runge-Kutta algorithm, as usually done.?? In addition,
we analyze the stability of the spin precession over the (6, ¢)
state space, where 6 is the polar angle and ¢ is the azimuthal
angle (see Fig. 1), noting that the nanomagnet is assumed to
be a macrospin.

According to the Poincare-Bendixson theorem, if the
macrospin motion proceeds in the (6, ¢) state space and is
limited within a finite-size region, there are only two types of
motion trajectory upon time ¢ — : the trajectory approaches
either a fixed point or a limit cycle. No chaotic trajectories
can be possible.?* It is possible to excite the self-oscillation
of m by applying a static dc field k= (h,,h,,h.) in combi-
nation with a self-controlled S. For this purpose, extensive
calculation of the trajectories of m over the entire (6, ¢) state
space is performed to search for the scheme with which the
self-controlling of S with m can be realized, so that the self-
oscillation of m retains long-time high stability. Figure 1
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FIG. 1. (Color online) A schematic of spin torque caused by the
self-control current. (a) S=Sym_; spin torque will draw the nano-
magnet to the +z axis if m,>0, otherwise it will pull the nanomag-
net to the —z axis. (b) S=So(—m.); spin torque will try to sustain the
nanomagnet on the x-y plane.

shows a schematic drawing of the spin torque [green (gray)
arrows] imposed to the nanomagnet in two different man-
ners. In Fig. 1(a), S is modulated according to S «m_, where
m,, is the z axis component of m. The spin torque generated
by S will enforce m toward the z axis. If h,, is applied along
the x axis, m will exhibit the self-oscillation in the y-z plane.
We refer to this self-oscillation as mode I, where S is always
perpendicular to k,, so that the spin torque, as the negative
feedback effect, reaches the maximum and maintains the
highly stable oscillation of m. In Fig. 1(b), Se—m, is con-
ducted so that m eventually aligns onto the x-y plane. If &,
is applied along the z axis, a self-oscillation of m of high
stability in the x-y plane will be reached. We refer to this
self-oscillation as mode II, where S is always parallel to k.,
so that the negative feedback effect reaches the maximum,
too, for the highly stable oscillation of m.

It should be mentioned that the two modes of self-
oscillation remain quite stable even if damping coefficient «
fluctuates over a broad range as long as the magnitude of S is
appropriately chosen, indicating that the two modes can be
utilized for manipulating nanomagnets of different damping
behaviors. In addition, the above discussion applies identi-
cally to the cases where h,, applies along the +x axis (mode
I) or £z axis (mode II).

In the following, we will investigate in detail the self-
oscillation behaviors of m by presenting the numerical re-
sults on the self-oscillation of m in the two specific modes.

III. NUMERICAL RESULTS
A. S=Sym, (mode I)

In this case, S applies along the z axis and h., applies
along the +x axis, where I'; and I', push m toward the x-y
plane while the torque due to S prefers m along the z axis.
The stable self-oscillation of m over broad ranges of %, and
Sy can be realized and is shown below. Here we choose £,
=2.5 kOe (h,=h,=0) and S;=120 Oe, under which a per-
fectly periodic oscillation of m(z) is shown in Figs. 2(a) and
2(b). The amplitudes of components m, and m, are close to
1.0 but that for m, is only ~0.3, indicating that the preces-
sion of m proceeds mainly on the y-z plane with a precession
frequency of 8.58 GHz. This frequency can be modulated as
required by adjusting &, and S,. The curve (red and dashed
curve) in Fig. 2(a) shows the evolution of E(¢) [Eq. (3)].13
The periodic oscillation of E(z) is also an indication of the
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FIG. 2. (Color online) (a) Oscillation of magnetization compo-
nent m, (blue solid curve) and free energy E (red dashed curve)
with time 7. (b) Spatial trajectory of magnetization m (blue color
curve) and the projection of the trajectory on the y-z plane (red
color curve).

self-oscillation of m, revealing the negative feedback mecha-
nism and the exact balance between the energy pumped by S
and the damping dissipation loss.

The stable self-oscillation of m(f) can be further illus-
trated by evaluating the stability of the trajectory m(¢) in the
(6,¢) state space. The immediate fixed point is point P
=(m/2,0). The real part of the eigenvalue for the trajectory
within a finite region around point P is Z=Sy—a(2h,+h,,
+hy), indicating that point P is a stable focus if Z<<0 and
unstable focus if Z>0. Thus, Z=0 is the necessary condi-
tion for the existence of a limit cycle around point P.2* For
the present case (h,=2.5 kOe and S,=120 Oe), Z=15, in-
dicative of no stable fixed point available in this finite region,
while, on the other hand, there must exist at least one limit
cycle as the generic attractor to the trajectories. For other
regions far from point P in the (6, ¢) state space, neverthe-
less, the trajectory evolution has to be evaluated by numeri-
cal calculation using the fourth-order Runge-Kutta algo-
rithm. The numerical results are summarized in Fig. 3. The
entire (6, ¢) state space can be divided into two regions. All
trajectories starting from a point within the central region
(light magenta, region I) around point P will be attracted
toward the limit cycle (blue line, indicated by the arrow),
which corresponds to the highly stable self-oscillation of
m(t). The other region (yellow, region II) is facilitated with
four stable fixed points (red), A, B, C, and D. Any trajectory
in this region will eventually evolve into one of the four
fixed points.

The existence of the limit cycle and the stability of the
fixed points in the (6, ¢) state space depend on the magni-
tude of the field terms, h,,, hy,, h;. Here we address the effect
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FIG. 3. (Color online) Stability diagram of the trajectory evolu-
tion in the #-¢ state space. The phase boundary divides the state
space into two regions. Region I (magenta color) represents the
steady-state precessional mode with the limit cycle (blue color, in-
dicated by the arrow). Region II (yellow region) in the corners is
the area of static-state mode with the four fixed points A, B, C, and
D (red color). The coordinates for the four fixed points are A
=(7/6,0.9927), B=(57/6,0.9927), C=(7/6,-0.9927), and D
=(57/6,-0.9927), respectively.

of terms h,, and & , on the stability diagram (Fig. 3), noting
that £, is negligible compared with the other two fields. For
example, when h, and h,, are large, Z<<0 is obtained, indi-
cating that point P is a stable focus, accompanied with the
disappearance of the limit cycle. Consequently, the stability
diagram of the trajectory evolution in the /,-h,, plane can be
evaluated, as shown in Fig. 4 with Sy=120 Oe, where four
different stability regions are displayed. In region I, the limit
cycle is the only stable attractor over the entire (6, ¢) state
space, while for region II, both the limit cycle and the four
fixed points (A,B,C,D) are locally stable (as shown in Fig.
3). In region III, only the four fixed points remain stable. For
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FIG. 4. (Color online) Stability diagram of the trajectory evolu-
tion in the (h,,hy,) parameter plane. The three insets represent the
schematic stability diagrams in the #-¢ state space corresponding to
regions I, II, and III, respectively.
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region IV, Z<O0, indicative of stable focus point P. The
straight line separating region IV from the other regions is
defined by Z=0 (bifurcation line), at which point P is mar-
ginally stable. Because no limit cycle is available in region
IV, we pay no more attention to the stability of possible fixed
points in this region. Here, it should be mentioned that for
the sake of the self-oscillation of m(z), the system must be
operated inside region I or I, and it is better to operate inside
region I rather than inside region II, so that the trajectory of
m(t) will evolve onto the limit cycle. One may also conclude
that 4, should be chosen properly for the self-oscillation of
m(1).

The role of S, should be addressed, too. If S is small, the
damping term may overcome the S-induced spin torque and
eventually enforce the magnet toward the direction of the
effective field [for case (a), the lower limit for S, is 105 Oe,
at which Z=0]. This corresponds to shrinking of the limit
cycle into point P in the (6, ¢) state space. If S is large [in
case (a), the upper limit is Sy=127 Oe], the S-induced spin
torque will drive the magnet to one of the four stable fixed
points (A,B,C,D). For simplicity, we consider a magnet in
the case of =0, h,,=h;=0. After the initial periods of tran-
sition, m will move toward the y-z plane (m,=0), and the
final motion is governed by

149 =S, cos(H)sin(6) + h,. (4)
vy dt
When |S,, cos(8)sin(6)+h,| >0, Eq. (4) yields a steady os-
cillation solution, which requires 25h,. Otherwise, m of the
nanomagnet will settle back into one of the stable fixed
points. Moreover, if we include the damping term, S, should
be larger than a critical value, or the spin torque cannot bal-
ance the damping motion.

B. S=Sy(-m,) (mode II)

For this case, as discussed previously, &,, is applied along
the +z axis and the spin torque will draw m toward the x-y
plane. Thus, the self-oscillation on the x-y plane is sustained.
As an example, take £,,=1.5 kOe and Sy=500 Oe. The cal-
culated results are shown in Figs. 5(a) and 5(b). Again, the
self-oscillation of m is revealed, and it is seen that the am-
plitude of m,(r) is much smaller than that of m, (1) or m(7),
indicating that the oscillation proceeds almost on the x-y
plane. If S, increases, m, will be suppressed even more and
tends to change toward zero. The self-oscillation frequency
here is 4.3 GHz, almost the same as the frequency for the
case of no damping. The tiny difference is due to the weak
magnetic anisotropy along the y axis.

Similarly, the self-oscillation corresponds to the limit
cycle [blue line, indicated by the arrow in Fig. 5(c)] in the
(6, ¢) state space, which is different from that for case (a). In
this case, the fixed point on line #=0 is unstable due to Z
=So+alhy—h.—hy) >0. As illustrated in Fig. 5(c), the al-
lowed change of 6 is small with respect to the variation of ¢
for the sake of the self-oscillation. If § is extremely high,
0=m/2, it is characterized by a straight limit cycle. In the
same way as in case (a), we analyze the trajectory stability of
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FIG. 5. (Color online) (a) Oscillation of magnetization compo-
nent m, with time . (b) Spatial trajectory of magnetization m (blue
color curve) and the projection of the trajectory on the x-y plane
(red color curve). (c) Stability diagram in the #-¢ state space. Re-
gion I (magenta) is the area of steady-state precessional mode. The
blue curve as indicated by the arrow in this area is the limit cycle.
Region II (yellow) belongs to the static-state mode area with the
four fixed points (red). The four stable points are A
=(0.4087,0.1047), B=(0.5987,0.1047), C=(0.4087,-0.8967),
and D=(0.5987,-0.8967), respectively.

m(t) over the entire (6, ¢) state space and the results are
shown in Fig. 5(c) where region II (light yellow) corresponds
to the stationary mode and region I (light magenta) refers to
the steady-state precession model. For the former mode, m
eventually evolves toward the four stable fixed points (A, B,
C, and D, red color), while for the latter mode m converges
toward the limit cycle (indicated by the arrow), i.e., the self-
oscillation of m(z). It is seen that the boundary between the
two regions exhibits a complicated pattern and the two re-
gions are intertwined. Nevertheless, the two regions are
single connected, because ¢ varies periodically in space. It
should be mentioned that the stability pattern in the (6, )
state space is also dependent on h,, and h,,, similar to case
(a).

For both cases (modes I and II), S is applied along the z
axis and the effect of spin torque is twofold: it balances I';
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and I'; and helps stabilize the self-oscillation through the
negative feedback mechanism. In fact, § can be applied
along other directions and the self-oscillation of m may be
excited, too. However, the negative feedback due to the spin
torque may not be sufficient due to the large demagnetization
field in the z axis. For instance, if both S and k., are applied
along the x axis [S=Sy(-m,)], the self-oscillation of m does
occur, but it does not belong to mode II because the spin
torque cannot effectively restrict m around the y-z plane and
the negative feedback mechanism fails. The calculation
shows that m follows some specific trajectories in the region
m,>>0. This self-oscillation is sensitive to h,, and the system
parameters, and can be classified into the limit cycle mode
discussed in Ref. 13.

We have presented the two specific configurations for the
self-oscillation of m upon the self-controlled SP current per-
pendicular (mode I) and parallel to h,, (mode II), respec-
tively. Upon different applications, the self-oscillation behav-
ior can be easily manipulated by adjusting k., and S. This
property has great significance for practical applications in
terms of precise controlling of the self-oscillation, including
the frequency and orientation of the oscillation. What should
be mentioned here is that the demagnetization field must be
taken into account since it plays an essential role in the sym-
metry breaking of the system.

C. Remarks

The above calculation is restricted to the single-domain
nanomagnets and only the theoretical analysis is imple-
mented. Nevertheless, the mutual controlling mechanism of
m(t) and S seems to be an effective approach to achieve the
self-oscillation of m, and this self-control approach can be
extended to other magnetic nanostructures and used to excite
some dynamics behaviors, such as a magnetic vortex oscil-
lation in nonuniform nanomagnets? and domain-wall motion
in magnetic nanowires.”® Even for the single-domain model,
a lot of problems still exist. We will further study the ma-
nipulation of the oscillation frequency and the exact mag-
netic field dependence of the SP current, as well as the sta-
bility of limit cycles taking various kinds of noises into
account.

For experimental realization of the two self-oscillation
modes, some difficulties such as how to enable the SP cur-
rent to synchronize with the variation of m may make the
experiments challenging. In fact, a detailed calculation indi-
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cates that the self-oscillation can be realized (in some cases)
even for a constant SP current, as long as its direction is
aligned accordingly. In the spin-valve language, it means that
the direction of the SP current is controlled by the magnetic
state of a free layer, which can flip between the parallel and
antiparallel orientations with respect to the fixed layer. These
two states are detected by a voltage change across the spin
valve due to the giant magnetoresistance effect.'> A logic
gate can be integrated with the valve circuit to detect the
voltage change and thus manipulate the direction of SP cur-
rent.

As for controlling the magnitude of the SP current, a
simple and convenient approach seems to be not available to
us at this moment, although quite a few complicated designs
for detecting the z-axis component of the magnetization can
be proposed, such as anisotropic magnetoresistance unit,
which can be used to detect the value of m,. Once m, is
measured, the SP current with S~m_ or S~—m_ can be ap-
plied to control the oscillation of m. It should be mentioned
here that this feedback is not synchronous but delayed with
respect to the variation of m. However, our calculation indi-
cates that such a delay does not matter as long as this delay
is much shorter than the period of the self-oscillation of m.

IV. CONCLUSION

In conclusion, the self-controlled spin-polarized current
has been brought forward to excite the steady oscillation of
magnetization in a nanomagnet. The basic idea is to employ
the negative feedback model, which is realized by pumping
the energy into the magnet using dynamical modulation of
the spin-polarized current. The two special cases with the
different alignments for the spin-polarized current have been
discussed and the steady precession states of the magnetiza-
tion motion have been obtained. This self-oscillation corre-
sponds to the limit cycle in the state space, whose existence
depends significantly on the demagnetization field.
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